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1 Introduction
Flood frequency analysis is used by hydrologists to estimate the return period associated with a
flood of a given magnitude. This information is often needed for the design of various structures
such as bridges and dams and in hydrological applications such as reservoir management and
analyses of dam safety. In practise, this information is often required at locations where stream-
flow series are either not long enough to allow for a robust calculation of the flood frequency
distribution and the estimation of floods of long return periods, or where no data are available
at all. In such a case, regional flood frequency analysis offers a solution to this problem and has
widely been used (Stedingeret al., 1992; GREHYS, 1996a, 1996b; JingyiandHall, 2004; Das
andCunnane, 2011; Malekinezhadet al., 2011a and 2011b). The idea is to compensate for the
lack of temporal data by spatial data, taken within a region with similar flood behaviour. The un-
derlying assumption is that flood data within the homogeneous region are drawn from the same
frequency distribution, apart from a scaling factor. The method involves two major steps, i) the
delineation of a set of hydrologically homogeneous watersheds, which is performed by selecting
gauging stations that are assumed to constitute a region with sufficient homogeneity regarding
extreme flow characteristics and ii) a regional estimation method which transfers the regional
flood frequency distribution at each site of interest after proper rescaling. Recently, the useful-
ness of such a method was evaluated for ten catchments in northern Iceland (Crochet, 2012a).
The homogeneous regions were simply defined according to thegeographic proximity of the
different catchments. In this study, this methodology is further developed and two automatic de-
lineation techniques are tested, namely the agglomerativehierarchical clustering approach and
the so-called region of influence approach (Burn, 1990a, 1990b). This report is organized as
follows. Section 2 presents the data used in the study. Section 3 describes the regional flood
frequency analysis and the two delineation techniques. Section 4 presents an inter-comparison
of the different strategies for estimating instantaneous flood frequency distribution at poorly
gauged and ungauged catchments. Finally, Section 5 concludes this report.

2 Data

2.1 River basins

The same ten watersheds used in Crochet (2012a) have been used in this study. Five of them
are located in northern Iceland, in the Tröllaskagi region and surroundings and the other five
in the West-fjords and surroundings. The catchments boundaries are shown in Fig. 1 with a to-
pographic map. Table 1 summarizes the main physiographic and climatic characteristics. The
drainage of the catchment areas varies from 37 km2 for the smallest to 1096 km2 for the largest.
The mean catchment altitude varies from 403 m a.s.l to 934 m a.s.l with large variations within
each watershed. The precipitation climatology is also quite variable, the annual average varies
between 813 mm and 3018 mm over the catchments.
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Table 1. Main characteristics of river basins.
Gauging Rank Name Area Mean Minimum Maximum Mean Mean annual
station (km2) elevation elevation elevation slope precipitation

(m a.s.l) (m a.s.l) (m a.s.l) (%) (mm) (1971-2000)
vhm 10 1 Svartá 398 535 67 894 14 813
vhm 51 2 Hjaltadalsá 296 730 78 1265 32 1711
vhm 92 3 Bægisá 39 934 254 1304 41 1928
vhm 200 4 Fnjóská 1096 715 79 1081 17 1312
vhm 45 5 Vatnsdalsá 456 553 121 899 4.4 846
vhm 12 6 Haukadalsá 167 404 54 786 21 1773
vhm 19 7 Dynjandisá 37 529 296 689 10 3018
vhm 38 8 Þverá 43 427 106 521 7 1761
vhm 198 9 Hvalá 195 403 89 576 6 1971
vhm 204 10 Vatnsdalsá 103 456 34 762 13 2937
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Figure 1. Topography (m a.s.l) and location of catchments.
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2.2 Streamflow data

Annual maximum instantaneous discharge series measured atthe gauging stations listed in Table
1 were used in this study to represent flood series. These datawere extracted from monthly
maximum discharge series, considering a water-year that spans 1 Sep. – 31 Aug. Years with
more than four missing months were omitted and the longest continuous period with no missing
years was selected for each watershed. The dominating flood-generating mechanisms (snowmelt
and/or rain) depend on various factors such as the presence of frozen ground, the catchment size
and elevation distribution and the precipitation climatology, among others. Some watersheds
have most of their annual maximum discharge in late spring orearly summer, during snowmelt,
but others have annual maxima either in spring, winter or autumn, depending on the year.

3 Regional flood frequency analysis

3.1 General methodology

The regional flood frequency analysis involves two steps, i)the delineation of a homogeneous
region (DHR) defined by a group of hydrologically homogeneous watersheds and ii) a regional
estimation method (REM). The regional estimation method used here is the so-called index
flood method (Dalrymple, 1960) already used and described inCrochet (2012a). The principle
of the method is reminded below. The assumption is that the flood frequency distributions of a
group of homogeneous watersheds are identical except for a scaling factor. The flood frequency
distribution is estimated at a given site by rescaling a dimensionless regional flood frequency
distribution by the so-called index flood of the watershed,Qindex:

Q̂i(T) = qR(T)Qindex. (1)

WhereQ̂i(T) is the estimatedT-year flood peak discharge for watershedi and qR(T) the dimen-
sionless regionalT-year flood also called growth factor, representative of a region. The regional
growth factor is estimated from the normalized flood samplesof a group of homogeneous gauged
watersheds,qi( j):

qi( j) = Qi( j)/Qindex. (2)

WhereQi( j) is the annual maximum flow for watershedi and yearj. In this study, the scaling
factor (index flood) will be defined by the mean annual maximuminstantaneous flow discharge:

Qindex= E[Qi]. (3)

For gauged catchments, the sample mean annual maximum flow discharge is used:

Ê[Qi ] =
1
n

n

∑
j=1

Qi( j) (4)
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For ungauged catchments, the mean annual maximum flow discharge is estimated by linear
regression using physiographic and hydro-climatic catchment descriptors, xk:

Ê[Qi ] = a0x1
a1x2

a2x3
a3...xl

al . (5)

The model parametersak can be estimated by linear regression after logarithmic transformation
or by non-linear regression (see for instance Groveret al., 2002).

3.2 Flood probability distribution function and parameter estimation meth-
ods

The Generalized Extreme Value (GEV) distribution (Jenkinson, 1955) is adopted in this study, as
in Crochet (2012a), for modeling the frequency distribution of both scaled and unscaled annual
maximum flow series. The Cumulative Distribution Function (CDF) for the GEV distribution is:

G(q) = Prob(Q≤ q) =

{
exp[−(1−κ(q−ε

α ))1/κ] if κ 6= 0
exp[−exp(−q−ε

α )] if κ = 0
(6)

whereQ is the random variable,q a possible value ofQ, κ is the shape parameter,ε the location
parameter andα the scale parameter. The GEV distribution combines into a single form the
three types of limiting distributions for extreme values. Extreme value distribution Type 1 (κ=0),
Type 2 (κ<0) and Type 3 (κ>0), respectively. The case withκ=0 corresponds to the Gumbel
distribution. Thep-th quantile which is the valueqp with cumulative probabilityp, (G(qp) =
Prob(Q≤ qp) = p), is estimated as follows:

q̂p =

{
ε+ α

κ (1− [−ln(p)]κ) if κ 6= 0
ε−αln(−ln(p)) if κ = 0

(7)

The p-th quantile is associated to the return periodT = 1/(1− p) and can also be written as
follows:

q̂(T) =

{
ε+ α

κ (1− [−ln(1−1/T)]κ) if κ 6= 0
ε−αln(−ln(1−1/T)) if κ = 0

(8)

Several approaches are available for estimating the parameters of the GEV distribution, such as
the Maximum Likelihood (ML) and the Probability Weigthed Moments (PWM) or the equivalent
L-moments (LMOM). The PWM method will be adopted here as it issupposed to be more robust
than the ML method for small samples (Hoskinget al., 1985a), which is the case here.

3.3 Regional growth factor

The regional growth factor describes the dimensionless regional flood frequency distribution,
qR(T). It is estimated in this study with the regionalization algorithm proposed by Hosking
et al. (1985b). First, the GEV distribution of the annual maximum flow is estimated at each
gauged site,i, belonging to a homogeneous region ofN sites, by estimating the PWMs,β̂r

i ,
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(r=0,1,2), as defined in Hoskinget al. (1985a). These PWMs are then scaled byβ̂0
i , the sample

mean, to obtain for each site the quantitiest̂1
i = β̂1

i/β̂0
i and t̂2

i = β̂2
i/β̂0

i . Then, the regional
estimatorŝt j

R = ∑N
i=1 t̂ j

ini/∑N
i=1ni, ( j=1,2), are calculated, whereni represents the sample size

at sitei. Finally, the regional PWMs are derived by settingβ̂0
R = 1, β̂1

R = t̂1
R and β̂2

R = t̂2
R

and the parametersκR, εR andαR of the regional GEV distribution, or regional growth curve,
are estimated. Finally, the estimated flood quantileQ̂i(T) at a given sitei, is calculated with Eq.
(1). The index floodQindex is calculated either by Eq. (4) or Eq. (5) and ˆqR(T) given by:

q̂R(T) =

{
εR+ αR

κR
(1− [−ln(1−1/T)]κR) if κR 6= 0

εR−αRln(−ln(1−1/T)) if κR = 0
(9)

3.4 Confidence intervals for quantiles

The uncertainty associated to the quantileQ̂i(T) is usually expressed in form of a confidence
interval. The upper and lower bounds of the 100(1−θ)% confidence interval of̂Qi(T) are given
by:

Q̂i(T)±z1−θ/2

√
Var{Q̂i(T)} (10)

wherez1−θ/2 is the upper point of the standard normal distribution exceeded with probability
θ/2 and the variance of theT-year flood at sitei is estimated by:

Var{Q̂i(T)} = Var{q̂R(T)}Ê[Qi]
2
+Var{Ê[Qi ]}E[q̂R(T)]2 (11)

With E[q̂R(T)] = q̂R(T). The asymptotic variance of the three-parameter GEV/PWMp-th quan-
tile (here the regional growth factor qR(T)), Var{q̂R(T)} can be found in Luand Stedinger
(1992) and is also given in Crochet (2012a). The elements of the asymptotic covariance matrix
for the estimatorsεR, αR andκR can be found in Hoskinget al. (1985a). The formulas for cal-
culating the variance of the mean annual maximum flow, Var{Ê[Qi ]}, whenÊ[Qi] is estimated
either with Eq. (4) or Eq. (5) can be found in books on statistical analysis and regression analysis.

3.5 Delineation of homogeneous regions

In Crochet (2012a), two groups of watersheds were defined according to their geographic prox-
imity. The first group was located in the Tröllaskagi region and surroundings (vhm 10, vhm
45, vhm 51, vhm 92, vhm 200) and the second group was located inthe West-fjords and
surroundings (vhm 19, vhm 38, vhm 198, vhm 204, vhm 12). Two additional techniques are
now considered for the objective delineation of homogeneous regions (DHR) and compared
to the geographic delineation used as benchmark. These two techniques were recently used in
Malekinezhadet al. (2011b) for instance.

3.5.1 Region of influence

The region of influence (ROI) technique was developed by Burn(1990a, 1990b). With this
method, a potentially unique "region", or region of influence, is defined for each gauging station.
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The advantage of this method is that there is no need to define geographic boundaries between
regions and each site can have its own region, made of all the watersheds considered sufficiently
similar to produce a similar hydrologic response with respect to extreme flow. First, a set of
p attributes describing each watershed has to be defined. Thena distance metric is selected
to measure the similarity/dissimilarity of the watershed to every other watershed according to
these attributes. The following distance metric,Dki, measuring the Euclidian distance between
watershedk and watershedi with respect to allp attributes, is used:

Dki =

√√√√
p

∑
j=1

(Ck
j −Ci

j

SCj

)2
(12)

WhereCk
j is the value ofj − th attribute at sitek, Ci

j is the value ofj − th attribute at sitei and
SCj is the sample standard-deviation ofj − th attribute across all sites. The standardization by
SCj eliminates the units from each attribute and reduces any differences in the range of values
among the attributes (Burn, 1990b).

The distance metricDki is then sorted and only theNk sitesi for which Dki < θk are selected.
The threshold valueθk is defined as follows:

θk =

{
θl if Nk ≥ N0

θl +(θu−θl )
N0−Nk

N0
if Nk < N0

(13)

Whereθl andθu are the desired lower and upper threshold values forDki, respectively andN0

is the desired minimum number of stations to be included in the ROI. The thresholdθk is raised
until the target number of stations,N0, is reached. By increasing the threshold, more stations are
included at the expense of homogeneity but a sufficient number of stations is required to derive
the index flood through linear regression and allow the transfer of information to the ungauged
site k, so a compromise must be found. As the number of watersheds analyzed was relatively
small,N0 was set to a minimum of four watersheds in this study and the 40% and 80% percentile
distances (Dki) were used as a starting point for definingθl andθu.

The sorted distance metricDki ranks the proximity of each selected watershedi to the target
watershedk. A weight is then defined to reflect the relative importance tobe given to each
watershedi for the estimation of the extreme flow statistics at sitek:

WFki = 1−
( Dki

THL

)n
(14)

whereWFki is the weight given to sitei in the ROI for sitek, n is a positive constant andTHL is
a parameter. The values ofTHL was set to the 85% percentile ofDki andn was set to 2.5, as in
Burn (1990b). These weights are then included in the calculation of the regional PWMs for the
estimation of the regional growth curve (see Section 3.3) as:

t̂ j
R =

Nk

∑
i=1

t̂ j
iniWFki/

Ni

∑
i=1

niWFki,( j = 1,2) (15)
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3.5.2 Hierarchical clustering

Cluster analysis is a well known method used in a variety of research problems to divide datasets
into mutually exclusive and jointly exhaustive groups. Twotypes of hierarchical clustering tech-
nique exist, agglomerative and divisive. The agglomerative techniques start by defining one
cluster per site and then iteratively merge the two nearest clusters according to a merging cost
until only one cluster with all sites remains. Divisive clustering techniques start by forming one
large cluster with all sites and split them iteratively according to a dissimilarity measure until
each site forms its own cluster. The different clustering algorithms will give different results on
the same data. The Ward’s method, which is an agglomerative hierarchical clustering technique
was used in this study. The same distance metric used in the ROI method (Eq. 12) was used here
as dissimilarity measure. Two clusters were extracted withat least four stations in each so as to
ensure that the index flood could be calculated by simple linear regression.

3.6 Test of homogeneity for a region

Once an homogeneous group of watersheds has been preliminary delineated according to the
selected watershed attributes, the degree of homogeneity of the candidate group with respect to
extreme flow statistics remains to be tested. TheH-statistics, proposed by Hoskingand Wallis
(1993), based onL-moment ratios, is used here as guideline. Recent examples of application
of this test in regional flood frequency analysis can be foundin Jingyi and Hall (2004), Das
and Cunnane (2011) and Malekinezhadet al. (2011a and 2011b) for instance. The idea is to
measure the sampleL-moment ratios and compare it to the variation that would be expected in
a homogeneous region.

First theL-moment ratios of each sitei are calculated. The first fourL-moments are derived from
the PWMs,β̂r

i (see Section 3.3) as follows:





λ̂1 = β̂0

λ̂2 = 2β̂1− β̂0

λ̂3 = 6β̂2−6β̂1+ β̂0

λ̂4 = 20β̂3−30β̂2+12β̂1− β̂0

(16)

and theL-moment ratios are defined as:





t i = λ̂2/λ̂1

t3
i = λ̂3/λ̂2

t4
i = λ̂4/λ̂2

(17)

wheret i is theL-CV, t3
i is theL-skewness andt4

i is theL-kurtosis at sitei. Then, the regional
averagedL-moment ratios are estimated as follows:





t̂R = ∑Nk
i=1nit i/∑Nk

i=1ni

t̂3
R = ∑Nk

i=1nit3
i/∑Nk

i=1ni

t̂4
R = ∑Nk

i=1nit4
i/∑Nk

i=1ni

(18)
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A four-parameter Kappa distribution is fitted to the regional averagedL-moment ratios which
is then used to simulate a series of 500 equivalent homogeneous regions (ofNk sites) whose
L-statistics variability is then compared to the variability of theL-statistics of the actual region.
Two homogeneity measures (H-statistics) have been employed to test the variability of the L-
statistics:H1 for L-CV andH2 for the combination ofL-CV andL-skewness.

TheH1-statistics is defined as follows:

H1 =
V1obs−µV1

σV1

(19)

where

V1 =
{∑Nk

i=1ni

(
t i − t̂R

)2

∑Nk
i=1ni

}1/2
(20)

andµV1 andσV1 are the mean and standard-deviation of the simulated valuesof V1 andV1obs is
the value ofV1 derived from the experimental data of the region under study.

TheH2-statistics is defined as follows:

H2 =
V2obs−µV2

σV2

(21)

where

V2 =
∑Nk

i=1ni

{(
t i − t̂R

)2
+

(
t̂3

i − t̂3
R
)2}1/2

∑Nk
i=1ni

(22)

andµV2 andσV2 are the mean and standard-deviation of the simulated valuesof V2 andV2obs is
the value ofV2 derived from the experimental data of the region under study.

According to the test, a region is acceptably homogeneous ifH < 1, possibly heterogeneous if 1
≤ H < 2 and definitely heterogeneous whenH ≥ 2. TheH1 statistics is usually considered more
powerful thanH2.

4 Results
The two delineation methods presented above were applied toidentify homogeneous regions and
then to calculate the regional growth curves (qR(T)) and index flood (Qindex). A large number
of watershed attributes and combination of attributes weredefined and tested for the calculation
of the distance metricDki. These attributes include physiographic attributes such as drainage
area (A), mean catchment altitude (Z), catchment perimeter (L); climatic attributes such as mean
annual basin-averaged precipitation (P) for the period 1971–2000; and hydrologic attributes
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such as basin-averaged saturated hydraulic conductivity (Ksat), simulated daily water available
for runoff (WQR) and variables derived fromWQR. The simulated water available for runoff,
WQR, was calculated for each watershed as the sum of rain and snowmelt, derived from gridded
daily precipitation data (Crochetet al., 2007), air temperature data (Crochetand Jóhannesson,
2011) and a simple degree day melt model (Crochet, 2012b). Itis expected to give a more
elaborate information about the hydrological characteristics of the watersheds than just precip-
itation, and also to provide a simple description of the hydrologic regime for watersheds where
no streamflow data are available. It was not however the intent of this work to develop a full
hydrologic model. Annual maximumWQR values were extracted (WQRmax) and quantiles es-
timated for various return periodsT, using the GEV distribution (WQRmax(T)). Then,WQR

was smoothed using a 5-day running mean (WQR5d) and a mean daily hydrograph calculated
for the period 1958–2006 (WQR5d(58−06)), from which i) the annual maximum value was
extracted:Max(WQR5d(58− 06)), ii) its date of occurrence:tWQR5d(58−06), and iii) the num-
ber of days withWQR5d(58−06) above a threshold defined as 2/3 ofMax(WQR5d(58−06)):
DWQR5d(58−06). The results obtained for the homogeneous regions delineated with the following
two sets of attributes are presented:

Set1: Average watershed elevation (Z); average saturated hydraulic conductivity (Ksat); ratio
between basin perimeter (L) and perimeter of circle of area equal to catchment area (LC); mean
annual basin-averaged precipitation (P); simulated daily water available for runoff, averaged
over 1958–2006, and normalized by catchment area:WQR5d(58−06)/A .

Set2: Natural logarithm of drainage area (log(A)); average watershed elevation (Z); average sat-
urated hydraulic conductivity (Ksat); mean annual basin-averaged precipitation (P); and hydro-
logic characteristics derived from the simulated water available for runoff :Max(WQR5d(58−
06)); tWQR5d(58−06); DWQR5d(58−06); water available for runoff growth curve for return periods
T=10, 50 and 100 years:WQRmax(T)/E[WQRmax].

4.1 Regional growth curves

4.1.1 Geographic delineation

Figure 2 presents the growth curves for each catchment and the estimated regional growth curves
corresponding to the two geographic regions, respectively, with the estimated 95% confidence
interval. TheH-statistics are also given. One can see that according to theH1-statistics, Region 2
is definitely homogeneous while Region 1 did not pass the testand was flagged as heterogeneous,
but according to theH2-statistics, it was homogeneous. Table 2 presents theH1-statistics and
H2-statistics obtained for each region without the target station, i.e. by eliminating one station
at the time, to be compared toH1-statistics andH2-statistics given in Figure 2, calculated with
all stations of each region. The different flood series do notalways correspond to the same
period for the different watersheds and some heterogeneitycould result from climate variability.
Outliers could also account for some of the discrepancies, especially the largest values, because
of uncertainties in the rating curves used to convert extreme water-levels into extreme discharge.

4.1.2 Hierarchical clustering

Figure 3 presents the dendrograms showing the hierarchy among watersheds, according to the
Wards’s clustering approach. The first set of attributes,set1, delineated the same two regions
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than the geographic delineation method described above andresults were therefore identical.
The second set of attributes,set2, delineated two clusters of watersheds different from those ob-
tained withset1, mixing watersheds from the two geographic regions. Cluster 1 is made of vhm
10, vhm 45, vhm 12, vhm 38, vhm 198. Cluster 2 is made of vhm 51, vhm 92, vhm 200, vhm
19, vhm 204. Figure 4 presents the growth curves for each catchment and the estimated regional
growth curves for each cluster, delineated with the second set of attributes,set2. Figures 5 and 6
present all the estimated regional growth curves calculated without the target watersheds. Table
3 presents theH1-statistics andH2-statistics obtained for each cluster, without the target sta-
tion, i.e. by eliminating one station at the time, to be compared toH1-statistics andH2-statistics
given in Figure 3 which were obtained with all stations of each cluster. According to bothH1-
statistics andH2-statistics (Fig. 3), both clusters delineated with secondset of attributes,set2, are
homogeneous, but when the target station is not used, some clusters are no longer considered
homogeneous.

4.1.3 Region of influence

With this method, a ROI is associated to each watershed. Table 4 presents theH1-statistics and
H2-statistics obtained for each ROI, delineated with the two sets of attributes,set1 or set2, and
calculated with all ROI stations, and then without the target station. The corresponding regional
and at-site growth curves, obtained with the first set of attributesset1 are presented in Appendix
1. TheH1-statistics indicate that some of the identified ROIs did notpass the homogeneity test
according to theH1-statistics, such as the ROI of vhm 10, vhm 12, vhm 38, vhm 45, vhm 92, vhm
198 and vhm 200, delineated withset1 and the ROI of vhm 12, vhm 51 and vhm 204 delineated
with set2, but most of them passed the homogeneity test according to the H2-statistics. It is also
interesting to note that for a given set of attributes, ROI and the cluster analysis did not always
agree and delineated different regions. Reducing the number of watersheds belonging to the
ROI, in order to obtain a more reasonableH1-statistics, will be problematic for the estimation of
the index flood.

4.2 Index flood parameter

The index flood parameter, namely the mean annual maximum instantaneous flow,E[Qi ] (Eq.
(3)), was estimated by the sample mean (Eq. (4)), for gauged catchments, and modeled with
Eq. (5), considering the following watershed physiographic attributes: drainage area (A), mean
catchment altitude (Z), catchment perimeter (L), and the following hydro-climatic attributes:
mean annual basin-averaged precipitation for the standardperiod 1971–2000 (P) and mean an-
nual maximum water available for runoff (QS = E[WQRmax]). The limited number of catch-
ments under study restricts the number of variables that canbe used in the multiple linear re-
gression model. It was thus decided to define one single explanatory variable by combining
several of these attributes together. The six following models have been tested and evaluated
using ordinary least squares (OLS) after logarithmic transformation:

Ê[Qi ] = aAb (23)

Ê[Qi ] = a(AP)b (24)

Ê[Qi ] = a(AP/Z)b (25)
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Ê[Qi ] = a(Qs/z)b (26)

Ê[Qi ] = a(Qs)
b (27)

Ê[Qi] = a(A/L)b (28)

Table 2. Geographic delineation: H-statistics for each region without target stations.
Region 1 without : vhm 10 vhm 51 vhm 92 vhm 200 vhm 45

H1 2.1 1.2 2.8 2.3 2.4
H2 -0.624 -0.47 -0.2 -0.44 -0.8

Region 2 without : vhm 12 vhm 19 vhm 38 vhm 198 vhm 204
H1 -0.751 -0.08 0.5 -0.013 0.0
H2 -0.61 -0.78 -0.63 -0.09 -0.04

Table 3. Cluster delineation using second set of attributes(set2): H-statistics without target
stations.

Cluster 1 without : vhm 10 vhm 45 vhm 12 vhm 38 vhm 198
H1 0.66 0.02 -0.19 1.2 0.66
H2 0.29 -0.45 -0.48 -0.51 0.06

Cluster 2 without : vhm 51 vhm 92 vhm 200 vhm 19 vhm 204
H1 0.45 2.17 1.6 1.9 2.8
H2 -1 -0.93 -1.07 -1.06 -0.5

Table 4. ROI delineation: H-statistics with and without target stations.
vhm 10 vhm 51 vhm 92 vhm 200 vhm 45

RefH1 from set1 2.19 1.76 2.5 2.2 2.3
H1 from set1 2.37 0.17 2.8 2.5 2.3

RefH2 from set1 -0.25 -0.6 -0.5 -0.12 -0.23
H2 from set1 0.23 -0.8 -0.24 0.1 -0.27

RefH1 from set12 0.6 2.6 1.8 1.9 0.54
H1 from set2 0.7 0.65 2.25 1.7 0.06

RefH2 from set2 -0.3 -0.6 -1.1 -1.2 -0.44
H2 from set2 0.3 -1.1 -0.85 -1.08 -0.46

vhm 12 vhm 19 vhm 38 vhm 198 vhm 204
RefH1 from set1 2.6 -0.13 2 2.3 -0.18

H1 from set1 1.8 -0.05 3.1 2.8 -0.03
RefH2 from set1 -0.1 -0.51 -0.02 -0.05 -0.5

H2 from set1 -0.41 -0.66 -0.27 0.46 -0.02
RefH1 from set12 2.8 -0.06 -0.06 -0.09 2.6

H1 from set2 1.74 -0.11 0.3 0.02 3.4
RefH2 from set2 0.013 -0.44 -0.7 -0.81 -0.79

H2 from set2 -0.47 -0.65 -1.11 -0.44 -0.14

17



● ●

●
● ●●●●

●●●
●●●●●

●
●●●●

●●●●
●●●●●●

●
●

●●●
● ● ●

●

●
● ● ● ●

●

●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●

●
● ●●●●

●●●
●●●●●

●
●●●●

●●●●
●●●●●●

●
●

●●●
● ● ●

●

●
● ● ● ●

●

●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for Region 1     

●

●

●

●

●

vhm 10 GEV/PWM
vhm 51 GEV/PWM
vhm 92 GEV/PWM
vhm 200 GEV/PWM
vhm 45 GEV/PWM

Regional GEV/PWM  + 95% CI

H1 2.29

H2 −0.518

● ●
●

●

●
●●●●●●●●●

●●●●●●
●●●●●●●●●● ●

● ● ● ● ●
●

● ●
●

●
●

●

● ● ●
●

●
●

● ● ● ● ●
● ●

● ●

● ●

●

●

●
● ●

●

● ●
● ●

●

●

●
●

●

●

●

● ●
●

●
●

● ● ●

● ● ●
●

●
● ● ●

●
●

● ●

●

● ●

●
●

● ●
●

● ● ● ●
● ●

● ●
● ● ●

●
●

●
●

● ●

● ●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●

●
●

● ●
●

● ● ● ●
● ●

● ●
● ● ●

●
●

●
●

● ●

● ●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for Region 2    

●

●

●

●

●

vhm 12 GEV/PWM
vhm 19 GEV/PWM
vhm 38 GEV/PWM
vhm 198 GEV/PWM
vhm 204 GEV/PWM

Regional GEV/PWM  + 95% CI

H1 −0.0998

H2 −0.427

●

●

●
●

●
● ● ● ● ● ●

●

●
● ●

●

●
●

● ●

●

●

●

●
●

● ●
●

● ●

●

●

●
●

●

●

●

● ●
●

●

●
●

●

●

●

●

●

●
●

●
● ●

● ●

●
●

●

●

Figure 2. Growth curves for each catchment and regional growth curves for the two ge-
ographic regions: Region 1 (top) and Region 2 (bottom). The grey shaded region corre-
sponds to the 95% confidence interval of the regional growth curve.
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Figure 3. Cluster analysis using the Ward’s method with firstset of attributes, set1, (top),
and second set of attributes, set2, (bottom). The number on the x-axis refers to the catch-
ment rank as listed in Table 1.
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Figure 4. Growth curves for each catchment and regional growth curves for the two regions
delineated by cluster analysis using the second set of attributes, set2: Cluster 1 (top) and
Cluster 2 (bottom). The grey shaded region corresponds to the 95% confidence interval of
the regional growth curve.
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Figure 5. Cluster delineation method using first set of attributes, set1 (equivalent to geo-
graphic delineation method): Regional growth curves calculated without the target water-
shed for Cluster 1 (top) and Cluster 2 (bottom).
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Figure 6. Cluster delineation method using second set of attributes, set2: Regional growth
curves calculated without the target watershed for cluster1 (top) and cluster 2 (bottom).
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4.3 Flood frequency distribution for ungauged catchments

In order to evaluate the methodology for ungauged catchments and simulate their flood fre-
quency distribution which will then be used to derive theT-year flood peak discharge, the same
cross-validation methodology as employed in Crochet (2012a) was used here. Each of the 10
watersheds was in turn defined as the target watershed, assumed "ungauged", and its flood data
set used as reference only in the validation of the methodology but neither in the calculation of
the regional growth curve nor in the calibration of the linear regression models used to estimate
the index flood. In practice, for a group ofNk watersheds,Nk−1 watersheds were used to esti-
mate the regional growth curve and the index flood, to be applied in the calculation of theT-year
flood peak discharge at theNth

k watershed, called the target watershed. Following this methodol-
ogy, the flood frequency distribution of each river basin wasobtained by combining a method for
delineating the homogeneous region (DHR) and a regional estimation method (REM) (Eq. 1),
which in the present context constitutes a regional model, according to the terminology defined
by GREHYS (1996b). The regional estimation method includesin this case the estimation of
the growth curves (Eq. 9) and the index flood (Eqs. 23–28). Three different delineation methods
(DHR) were used, two of them with two different sets of attributeseach, and six regional esti-
mation methods (REM) were used to calculate the index flood and derive the flood frequency
distribution. This gives a total of 30 (5x6) different regional models,MR[i, j] = DHR[i]xREM[ j]
wherei and j correspond to particular methods:

- DHR[1] : Geographic delineation

- DHR[2] : Ward’s hierarchical clustering using first set of attributes, "set1"

- DHR[3] : ROI using first set of attributes, "set1"

- DHR[4] : Ward’s hierarchical clustering using second set of attributes, "set2"

- DHR[5] : ROI using second set of attributes, "set2"

- REM[1 : 6] : Index flood estimation calculated with Eqs. 23 to 28

Regional modelsMR[1, j] and MR[2, j] are identical, as the two delineated regions were the
same. The quality of the estimated index flood was evaluated for each regional model over all
(N) watersheds, by calculating the RMSE:

RMSE[i, j] =

√√√√ 1
N

N

∑
k=1

(
E[Qk]− Ê[Qk]

)2
, (29)

Figures 7 to 10 present the estimated vs. observed index floodfor each watershed and their
respective RMSE. The best results are usually obtained whenboth physiographic and hydro-
climatic descriptors are used. Usually, the best index floodestimation model will be different
for the different watersheds, but one has to be selected, giving the overall best results. The
lowestRMSEscore over all watersheds was obtained withREM[2] for DHR[1] andDHR[2],
with REM[4] for DHR[3], with REM[2] for DHR[4] and withREM[3] for DHR[5]. The best
overall estimation was obtained withMR[5,3] (DHR[5]xREM[3]).
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Figure 7. Index flood estimation at "ungauged" catchments using the geographic delin-
eation method. Cross-validation.
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Figure 8. Index flood estimation at "ungauged" catchments using the ROI delineation
method with first set of attributes (set1). Cross-validation.
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Figure 9. Index flood estimation at "ungauged" catchments using the clustering delineation
method with second set of attributes (set2). Cross-validation.
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Figure 10. Index flood estimation at "ungauged" catchments using the ROI delineation
method with second set of attributes (set2). Cross-validation.
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The quality of the estimated flood frequency distributions was evaluated for each watershed, by
calculating the following statistics on the flood quantiles:

RMSEQT [i, j,k] =

√√√√1
L

L

∑
l=1

(
Qk(Tl )− Q̂k(Tl)

)2
, (30)

TS1[i, j] =
1
N

N

∑
k=1

RMSEQT [i, j,k] (31)

TS2[i, j] =

√√√√ 1
NL

N

∑
k=1

L

∑
l=1

(Qk(Tl )− Q̂k(Tl)

Qk(Tl)

)2
, (32)

whereQk(Tl) is the reference flood quantile at sitek, calculated with the observed flood series
andQ̂k(Tl) is the estimated flood quantile at sitek, calculated with the regional approach, (Eq.
1), with regional modelsMR[i, j]. The quantile RMSE was estimated for each gauging station
and forL=7 return periods (Tl = 1, 2, 5, 10, 20, 50, and 100 years), and then averaged over all
gauging stations (TS1). ForTS2, the estimation was made over all, (N=10), gauging stations and
for L=4 return periods (Tl =10, 20, 50, and 100 years).

Figures 11 and 12 present theTS1 andTS2 scores which summarize the overall quality of the
estimated flood frequency distributions. Appendix 2 presents the observed and simulated flood
frequency distributions obtained for each delineation method with the overall best index flood
model (see Figs. 7 to 10), and then the best overall regional model, with respect to theTS2

statistics (see Fig. 12). The error depends both on the quality of the index flood estimation
and on the regional growth curve estimation. It was observedthat the best results were often,
but not systematically, obtained with the overall best index flood estimation model or close
to the best one, because of compensating errors such as an over- (under-) estimation of the
regional growth factor and an under- (over-) estimation of the index flood. The growth curves
were usually well estimated and the main difficulty for estimating the flood frequency curve at
ungauged catchments was related to the quality of the index flood estimation at the "ungauged"
catchment. An under- or over-estimation of the catchment index flood had the strongest impact
on the estimated flood frequency distribution, even when theregional growth curve was rather
well estimated and representative of the catchment of interest.

The lowest overallTS1 score was obtained withMR[3,5] and the lowest overallTS2 score was
observed withMR[5,3] but was not very different fromMR[1,2 : 5] or MR[2,2 : 5] nor from
MR[3,3 : 4] or MR[5,2 : 4]. For all DHR methods, the lowestTS2 score was always observed
with REM[3]. It was also observed that when the index flood of the catchment was rather well
estimated and unbiased, the estimated quantiles were within the 95% confidence interval of
the reference distribution (grey region), and vice-versa,the reference quantiles were within the
estimated 95% confidence interval (green dashed lines in figures of Appendix 2). The cluster
delineation method used withset2, (DHR[4]) gave usually the worst results, although the same
distance metric was used with both clustering and ROI delineation methods.
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Figure 11. TS1 score versus regional estimation method (REM). REM[1 : 6] correspond to
the index flood estimation made by Eqs. (23–28) and REM[0] is the reference estimation,
given by the observed sample mean.
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5 Conclusion and future research
The regional flood frequency analysis presented in this study was shown to be a powerful tool
for estimating the flood frequency distribution and calculating theT-year flood and its confi-
dence interval at poorly gauged and ungauged natural catchments. Care must be taken when
identifying homogeneous groups of watersheds and the objective delineation strategies tested
for performing this task proved to be useful. The selection of the best index flood model ap-
peared to be crucial for the method. A poor estimate of the catchment index flood may lead to
severe under- or over-estimation of the flood frequency distribution even though the regional
growth curve is well estimated. The results indicated that the two objective delineation tech-
niques should be used rather than a geographic delineation as they allowed to obtain similar and
sometimes better results in a rational and objective manner. These results also indicated that the
geographic regions defined in Crochet (2012a) were reasonably well chosen.
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Appendix 1

Regional growth curves obtained for each watershed using
the ROI delineation method with the first set of attributes,
set1. The experimental and modeled GEV growth curves for
the target (or reference) watershed and all watersheds defin-
ing its ROI are also presented.

33



●

●

● ●
●

●
●

● ● ●

● ● ●
●

●
● ● ●

●
●

● ●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●

●

● ●
●

●
●

● ● ●

● ● ●
●

●
● ● ●

●
●

● ●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 10

●

●

●

●

vhm 45
vhm 200
vhm 51
vhm 38
Ref: vhm 10

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 2.37

H2 0.230

Ref H1 2.19

Ref H2 −0.250

●

●
● ●

●

● ●
● ●

●

●

●
●

●

● ●
●

●

●
●●●●●●●●●

●●●●●●
●●●●●●●●●● ●

● ● ● ● ●
●

● ●
●

●
●

●

●
●

● ●
●

● ●

●

●

Figure I.1.

●

●
● ●

●

● ●
● ●

●

●

●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●

●
● ●

●

● ●
● ●

●

●

●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 51

●

●

●

●

vhm 200
vhm 38
vhm 198
vhm 92
Ref: vhm 51

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 0.166
H2 −0.76

Ref H1 1.76
Ref H2 −0.604

●

●
●

● ●
●

● ●
●

●

● ●

●

●

●
● ● ● ●

●
●

●

●

●

●

● ● ●
●

●
●

● ● ● ● ●
● ●

● ●

● ●

●

Figure I.2.

34



● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 92

●

●

●

●

vhm 51
vhm 200
vhm 10
vhm 45
Ref: vhm 92

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 2.82
H2 −0.243

Ref H1 2.53
Ref H2 −0.5

●

●
● ●

●

● ●
● ●

●

●

●
●

●

● ●

●
● ●●●●

●●●●●●●●
●
●●●●

●●●●●●●●●●
●

●
●●●

● ● ● ●
●

● ● ● ●

●
●

●

●

●
● ● ●

●
●

● ● ●
● ● ●

●
●

● ● ●
●

●

● ●

●

Figure I.3.

● ●

●
● ●●●●

●●●●●●●●
●
●●●●

●●●●●●●●●●
●

●
●●●

● ● ● ●
●

● ● ● ●

●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●

●
● ●●●●

●●●●●●●●
●
●●●●

●●●●●●●●●●
●

●
●●●

● ● ● ●
●

● ● ● ●

●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 200

●

●

●

●

vhm 10
vhm 51
vhm 45
vhm 38
Ref: vhm 200

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 2.46
H2 0.0977

Ref H1 2.18
Ref H2 −0.122

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

●

●
● ● ●

●
●

● ● ●
● ● ●

●
●

● ● ●
●

●

● ●

●

●

●
●

● ●
●

● ●
●

●

Figure I.4.

35



● ●

●
● ●●●●

●●●●●●●●
●
●●●●

●●●●●●●●●●
●

●
●●●

● ● ● ●
●

● ● ● ●

●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●

●
● ●●●●

●●●●●●●●
●
●●●●

●●●●●●●●●●
●

●
●●●

● ● ● ●
●

● ● ● ●

●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 45

●

●

●

●

vhm 10
vhm 200
vhm 51
vhm 38
Ref: vhm 45

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 2.29
H2 −0.273

Ref H1 2.26
Ref H2 −0.227

●

●
● ●

●

● ●
● ●

●

●

●
●

●

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

●

●
●

● ●
●

● ●
●

●

Figure I.5.

●

●
●

● ●
●

● ●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●

●
●

● ●
●

● ●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 12

●

●

●

●

vhm 38
vhm 198
vhm 51
vhm 204
Ref: vhm 12

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 1.81
H2 −0.409

Ref H1 2.63
Ref H2 −0.101

● ●

●

●

●
● ● ● ●

●
●

●

●

●

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

●
●

●
●

●
● ●

● ●

● ●
●

●

Figure I.6.

36



●
●

●
●

●
● ●

● ●

● ●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●
●

●
●

●
● ●

● ●

● ●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 19

●

●

●

●

vhm 204
vhm 198
vhm 12
vhm 38
Ref: vhm 19

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 −0.0504
H2 −0.656

Ref H1 −0.134
Ref H2 −0.51

● ●

●

●

●
● ● ● ●

●
●

●

●

●

● ●

●
●

● ●
●

● ● ● ●
● ● ● ●

● ● ●

●
●

● ●

● ●

● ●

●

●

●
●

● ●
●

● ●
●

●

Figure I.7.

● ●

●

●

●
● ● ● ●

●
●

●

●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

● ●

●

●

●
● ● ● ●

●
●

●

●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 38

●

●

●

●

vhm 198
vhm 51
vhm 12
vhm 200
Ref: vhm 38

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 3.09
H2 −0.268

Ref H1 2.01
Ref H2 −0.0231

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

● ●

●
●

● ●
●

● ● ● ●
● ● ● ●

● ● ●

●
●

● ●

● ●

● ●

●

●

●
● ●

●

● ●
● ●

●

●

●
●

●

Figure I.8.

37



●

●
●

● ●
●

● ●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●

●
●

● ●
●

● ●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 198

●

●

●

●

vhm 38
vhm 51
vhm 12
vhm 200
Ref: vhm 198

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 2.79
H2 0.463

Ref H1 2.34
Ref H2 −0.0461

● ●
●

●
●

●●●●●●●●●
●●●●●●●●●●●●●●●● ● ● ● ● ● ● ●

● ●
●

●
●

● ●

●
●

● ●
●

● ● ● ●
● ● ● ●

● ● ●

●
●

● ●

● ●

● ●

●

●

●
● ●

●

● ●
● ●

●

●

●
●

●

Figure I.9.

●
●

●
●

●
● ● ● ● ● ●

●

●
● ●

●

●
●

● ●
●

●

−2 0 2 4 6

0
1

2
3

4

−ln(−ln(1−1/T))

Q
/E

[Q
]

●
●

●
●

●
● ● ● ● ● ●

●

●
● ●

●

●
●

● ●
●

●

  1   2   5  10  20  50 100
T (years)

Distrib ution Annual Max. scaled Instantaneous Q 
 for vhm 204

●

●

●

●

vhm 19
vhm 198
vhm 12
vhm 38
Ref: vhm 204

Regional GEV/PWM  + 95% CI
Ref GEV/PWM

H1 −0.0315
H2 −0.0263

Ref H1 −0.176
Ref H2 −0.496

● ●

●

●

●
● ● ● ●

●
●

●

●

●

● ●

●
●

● ●
●

● ● ● ●
● ● ● ●

● ● ●

●
●

● ●

● ●

● ●

●

●

●
●

● ●
●

● ●
●

●

Figure I.10.

38



Appendix 2

Annual maximum instantaneous flood cumulative distribu-
tion functions (CDFs), derived with the regional flood fre-
quency analysis, using three different delineation methods
and six different index flood models.
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Figure II.1. Flood frequency distribution using the geographic delineation method with
overall best index flood model (Eq. 24). The black dots correspond to the empirical dis-
tribution and the black line corresponds to the adjusted GEVdistribution (reference). The
corresponding 95% confidence interval is defined by the grey shaded region. The estimated
distribution using the regional flood frequency procedure is given by the solid green line
and its 95% confidence interval is given by the dashed green lines.
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Figure II.2. Flood frequency distribution using the geographic delineation method with
overall best index flood model (Eq. 24).
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Figure II.3. Flood frequency distribution using the geographic delineation method and
index flood model giving lowest TS2 score (Eq. 25). The black dots correspond to the
empirical distribution and the black line corresponds to the adjusted GEV distribution
(reference). The corresponding 95% confidence interval is defined by the grey shaded
region. The estimated distribution using the regional floodfrequency procedure is given
by the solid green line and its 95% confidence interval is given by the dashed green lines.
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Figure II.4. Flood frequency distribution using the geographic delineation method and
index flood model giving lowest TS2 score (Eq. 25).
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ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(Qs Z)b  Eq. 26

Figure II.5. Flood frequency distribution using the ROI delineation method with first set of
attributes set1 and overall best index flood model (Eq. 26). The black dots correspond to
the empirical distribution and the black line corresponds to the adjusted GEV distribution
(reference). The corresponding 95% confidence interval is defined by the grey shaded
region. The estimated distribution using the regional floodfrequency procedure is given
by the solid green line and its 95% confidence interval is given by the dashed green lines.
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Figure II.6. Flood frequency distribution using the ROI delineation method with first set of
attributes set1 and overall best index flood model (Eq. 26).
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ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(AP Z)b  Eq. 25

Figure II.7. Flood frequency distribution using the ROI delineation method with first set of
attributes set1 and the index flood model giving lowest TS2 score (Eq. 25). The black dots
correspond to the empirical distribution and the black linecorresponds to the adjusted
GEV distribution (reference). The corresponding 95% confidence interval is defined by
the grey shaded region. The estimated distribution using the regional flood frequency pro-
cedure is given by the solid green line and its 95% confidence interval is given by the
dashed green lines.

46



●
●

●
●

●
●●●●●●

●

● ● ●

●

● ●
● ●

●
●

−2 0 2 4 6

10
30

50

−ln(−ln(1−1/T))

Q
 (

m
³/

s)

●
●

●
●

●
●●●●●●

●

● ● ●

●

● ●
● ●

●
●

Q(T)−obs
qR(T)E[Q]

  1   2   5  10  20  50 100

T (years)

v h m  1 9

●
● ●

● ● ●
● ●

●

●

−2 0 2 4 6

10
20

30
40

−ln(−ln(1−1/T))

Q
 (

m
³/

s)

●
● ●

● ● ●
● ●

●

●

Q(T)−obs
qR(T)E[Q]

  1   2   5  10  20  50 100

T (years)

v h m  3 8

● ●
●

●
●

● ● ● ●

●
●

●

●

●

−2 0 2 4 6

50
15

0
25

0

−ln(−ln(1−1/T))

Q
 (

m
³/

s)

● ●
●

●
●

● ● ● ●

●
●

●

●

●

Q(T)−obs
qR(T)E[Q]

  1   2   5  10  20  50 100

T (years)

vhm 198

●
●

●
●

●
● ●

● ●
● ●

●

●

−2 0 2 4 6

20
60

10
0

14
0

−ln(−ln(1−1/T))

Q
 (

m
³/

s)
●

●

●
●

●
● ●

● ●
● ●

●

●

Q(T)−obs
qR(T)E[Q]

  1   2   5  10  20  50 100

T (years)

vhm 204

ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(AP Z)b  Eq. 25

Figure II.8. Flood frequency distribution using the ROI delineation method with first set of
attributes set1 and the index flood model giving lowest TS2 score (Eq. 25).
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   Cluster: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
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Figure II.9. Flood frequency distribution using the cluster delineation method with second
set of attributes set2 and overall best index flood model (Eq. 24). The black dots corre-
spond to the empirical distribution and the black line corresponds to the adjusted GEV
distribution (reference). The corresponding 95% confidence interval is defined by the grey
shaded region. The estimated distribution using the regional flood frequency procedure is
given by the solid green line and its 95% confidence interval is given by the dashed green
lines.
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Figure II.10. Flood frequency distribution using the cluster delineation method with sec-
ond set of attributes set2 and overall best index flood model (Eq. 24).
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Figure II.11. Flood frequency distribution using the cluster delineation method with sec-
ond set of attributes set2 and index flood model giving best TS2 score (Eq. 25). The black
dots correspond to the empirical distribution and the blackline corresponds to the ad-
justed GEV distribution (reference). The corresponding 95% confidence interval is defined
by the grey shaded region. The estimated distribution usingthe regional flood frequency
procedure is given by the solid green line and its 95% confidence interval is given by the
dashed green lines.
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Figure II.12. Flood frequency distribution using the cluster delineation method with sec-
ond set of attributes set2 and index flood model giving best TS2 score (Eq. 25).
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ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(AP Z)b  Eq. 25

Figure II.13. Flood frequency distribution using the ROI delineation method with second
set of attributes set2 and overall best index flood model (Eq. 25). The black dots corre-
spond to the empirical distribution and the black line corresponds to the adjusted GEV
distribution (reference). The corresponding 95% confidence interval is defined by the grey
shaded region. The estimated distribution using the regional flood frequency procedure is
given by the solid green line and its 95% confidence interval is given by the dashed green
lines.
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E[ Q]= a(AP Z)b  Eq. 25

Figure II.14. Flood frequency distribution using the ROI delineation method with second
set of attributes set2 and overall best index flood model (Eq. 25).
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ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(AP Z)b  Eq. 25

Figure II.15. Flood frequency distribution using the ROI delineation method with second
set of attributes set2 and index flood model giving best TS2 score (Eq. 25). The black dots
correspond to the empirical distribution and the black linecorresponds to the adjusted
GEV distribution (reference). The corresponding 95% confidence interval is defined by
the grey shaded region. The estimated distribution using the regional flood frequency pro-
cedure is given by the solid green line and its 95% confidence interval is given by the
dashed green lines.
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ROI: Distribution Annual Max. Instantaneous Q, Q(T)=qR(T)*E[Q] with : 
E[ Q]= a(AP Z)b  Eq. 25

Figure II.16. Flood frequency distribution using the ROI delineation method with second
set of attributes set2 and index flood model giving best TS2 score (Eq. 25).
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